A Dynamic Global Differential Grouping for Large-Scale Black-Box Optimization

摘要：基于合作协同演化框架的方法解决大规模黑盒优化（Large-Scale Black-Box Optimization，LSBO）问题是当前研究求解LSBO问题的一个重要手段。合作协同演框架求解LSBO分三个阶段，即分组、子问题优化和子问题合并，分组的恰当与否直接影响着算法最终的优化性能，分组阶段希望达到组内决策变量耦合关系强，组间决策变量耦合关系弱的理想分组效果。全局微分分组是一种基于多元函数偏导数思想的分组方法，并通过维系变量间的全局信息来实现问题的自动分解。然而全局微分分组的结果一经确定之后就不再更新，不会随算法的演化进程来自动调节，影响算法的优化效果。因此本文在全局微分分组的方法基础上根据算法的演化进程提出了一种动态调整策略，可以适当的更新变量的分组结果。通过对cec2010的20个测试函数的优化结果可知，本文所提的动态全局微分分组算法能够提升LSBO问题的求解性能。
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1. Introduction

大规模优化问题是指待优化问题的决策变量个数很多，通常有上千个，甚至更多[[1](#_ENREF_1)]。在大规模优化问题中还会存在目标函数没有显式解析表达式的情况[[3](#_ENREF_3)]，此时便是大规模黑箱优化(Large Scale Black-Box Optimization, LSBO)问题[[4](#_ENREF_4)]。在实际工程领域以及研究领域中存在大量的LSBO问题[[5](#_ENREF_5)]。比如在基于流体动力学的飞机机翼形状的优化设计中就需要使用2500多个变量[[6](#_ENREF_6), [7](#_ENREF_7)]。LSBO问题的优化求解面临着两个挑战：(1)问题的黑箱特性以及问题往往存在非线性、非凸、不可微等复杂特征；(2)大规模的决策变量。

基于分治(divide-and-conquer)思想的合作协同演化(Cooperative Co-evolution, CC)[[10](#_ENREF_10)]是一种通过问题的分解来求解大规模优化问题的算法框架。由于CC框架能够将大规模优化问题分解为优化算法有能力处理的多个子问题，因此其已经成为近年来求解LSBO问题的重要手段[[1](#_ENREF_1), [2](#_ENREF_2)]，而如何实现问题的有效分解是CC框架的关键问题之一[[2](#_ENREF_2), [11](#_ENREF_11)]。

CC框架下的LSBO问题优化求解研究主要表现为对问题分解策略的研究，可以分为固定分解、随机分解以及基于学习机制的分解这三个类别。固定分解策略是将问题分为若干组相同规模的子问题。比如对于*n*维的问题，*m*组*s*维的子问题(*n*=*m*\**s,* 1*≤s≤n*/2)[[20](#_ENREF_20)]。固定分解策略对于可分问题比较有效，但是子问题的规模及变量组成等都是人为确定，且不考虑变量之间的相关性，在不可分问题中难以表现出较好的优化能力。为了能够探测变量之间的相关性，以将有关联的变量尽可能放在一个子问题中，研究人员提出了一类随机分解策略，即子问题中的变量通过随机的方式来分配，且分配的变量会随着求解过程发生改变。Yang等在[[21](#_ENREF_21), [22](#_ENREF_22)]中设计了变量随机平均分配到固定数量的分组中的分解策略用以提高关联变量进入相同分组的概率，但当一个分组中关联变量的数量超过5个时，该分解方法的优化效果会变差[[23](#_ENREF_23)]。而后Yang等提出了多层次的协同进化方法(MLCC)以解决[[22](#_ENREF_22)]中最优分组数量难以确定的问题[[24](#_ENREF_24), [25](#_ENREF_25)]，但每个分组的大小还是相同的。基于学习机制的分解策略，即在优化算法执行之前或执行过程中，通过分析某些特征来获知变量之间的联系从而实现变量分组。Ray和Yao提出了依据适应度最优的前50%个体建立相关矩阵后对变量分组的方法[[34](#_ENREF_34)]，随后Singh和Ray在[[35](#_ENREF_35)]中对此变量分组方法作了改进。为了改进MLCC[[22](#_ENREF_22)]的变量分组方法，文献[[42](#_ENREF_42)]中研究了自适应获取变量分组的大小的方法。刘金鹏、唐柯等基于所采用演化算法的特征实现了问题分解[[13](#_ENREF_13), [43](#_ENREF_43)]。文献[[14](#_ENREF_14)]提出了一种基于多元函数偏导数思想的分组方法来实现问题的自动分解，该方法在CEC’2010[[45](#_ENREF_45)]的多数测试函数中得到了非常精确的分组结果，但在较大程度上依赖于人为设定阈值，且随着问题复杂程度(子问题规模不均匀、子问题的贡献差异大、变量间关联度增加)的提高，问题分解的准确程度会降低[[9](#_ENREF_9)]。Yi Mei在发表的论文[[5](#_ENREF_5)]中，提出了一种全局分组的方法，可以减少文献[[14](#_ENREF_14)]中的分解方法对阈值的依赖以及该方法会遗漏对变量关联性检测的缺陷，但同样对复杂优化问题的分解以及变量关联程度的判断上存在不足，而且变量分组结果一经确定就不再更新，不能反映演化过程对变量之间联系的影响。

本文将针对GDG方法的不足提出一种动态的GDG方法（Dynamic GDG，D-GDG），可以随着算法的演化过程对变量的分组进行动态调整，提高算法对LSBO问题的优化效果。本文的主要结构如下：LSBO问题的定义及CC框架的介绍在第二部分；第三部分介绍GDG并提出动态的GDG方法；实验结果在第四部分给出；最后在第五部分给出结论。

1. LSBO问题定义与合作协同演化框架

2.1 LSBO问题定义

大规模黑盒优化(LSBO)问题的数学描述为
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其中目标函数：，为决策向量，由一系列决策变量构成，即：。为决策变量的个数，也是搜索空间的维度。的取值一般比较大，通常在几百到几千。

2.2 合作协同演化框架

合作型协同演化框架主要的步骤如下：

步骤1 问题划分：将原问题划分为多个子问题。划分方法就显得比较重要，不好的划分方法将会导致组间耦合关系较强，影响整个算法的优化性能，所以设计分制策略是提高算法优化性能的最关键的一步。

步骤 2 子问题的优化：对于每个子问题进行独立求解，这一步要选择性能比较显著的子优化器，可以循环轮流对子问题进行优化也可以用并行化程序独立优化。

步骤 3 子问题合并：用当前子问题的解与其他子问题最好解合成一个完整的解向量，并进行适应度评估。

合作型协同演化(CC)框架的伪代码。

|  |
| --- |
| 算法2.1 CC(*f*, lbounds, ubounds, *D*) |
| 1: groups grouping(*f*, lbounds, ubounds, *D*) ; //分组阶段 |
| 2: pop *rand*(popsize, *D*); //进入优化阶段，初始化 |
| 3: (best, bestval) *min*(*f*(pop)); //适应度评估 |
| 4: for *i*1 to Cycle do |
| 5: for *j*1 to *size*(groups) do |
| 6: indicies groups[*j*]; |
| 7: subpoppop[:,indicies]; |
| 8: subpop*optimizer*(best, subpop, FE); //子优化器优化 |
| 9: pop[:, indicies] subpop; |
| 10: (best, bestval) *min*(f(pop); |
| 11: end for |
| 12: end for |

1. The proposed dynamic GLOBAL DIFFERENTIAL GROUPING

无论采用何种分解方法，变量分解的主要目标都是将互相关联的变量放在相同的分组，没有互相关联的变量独立成组，故变量分解的核心思想就是找到变量之间的关联性。在LSBO问题中，变量之间会存在完全可分、完全不可分、部分可分、互有重叠等多种关联特征。在黑箱环境下，可以获取与问题相关的信息只有变量个数及其定义域、不同输入对应的目标函数评价结果，变量之间的关系是完全未知的。因此通过目标函数的评价结果来分析变量之间的关系是一种可行的方案。

* 1. GLOBAL DIFFERENTIAL GROUPING

假设有如下的优化问题：
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微分分组方法在检测出与相互依赖后，会将两个变量分为一组，同时会从变量池中剔除变量；接下来再检测到相互依赖，放到另一组，这样就检测不到与之间的相互依赖关系，所以微分分组在有些优化问题中出现分组遗漏的现象；Mei在微分分组的基础上提出了一种全局微分分组(GDG)的方法，去掉了DG方法中的变量剔除操作，而是在算法中计算出所有目标函数值差值并得到一个完全矩阵，然后直接与分组阈值比较得到一个只含有0和1的关联矩阵，再进行链接操作进而来实现决策变量的自动分组，全局微分分组极大的提高了分组准确率。

* 1. Dynamic GDG (D-GDG)

GDG方法与DG方法相同的地方在于它们都是在优化算法执行前将变量分组确定，且分组结果会贯穿整个优化过程，两种方法都未考虑随着优化过程的推进来适当的调节变量的分组以适应当前的解的分布。本文将基于GDG方法的基本思想，即根据多元函数求偏导的一般思想得出反映两两变量之间联系的原始数据矩阵。通过原始数据矩阵的标准化及模糊关系矩阵的建立，由模糊聚类方法对变量实现动态聚类。并且通过设定变量分组规模的上下限对每个变量分组规模加以限制。根据算法在运行过程中的状态，自适应调节变量的分组以促进对问题的寻优。

本文。。。这里先文字描述两种类型的dynamic，一种是固定次数的动态调整，一种是完全动态的调整。要详细说明调整的时机与方法。最好也能有一个实例，给出矩阵来分析。

这里写一下类似gdg论文中对GDG的方法描述，即该文中的algorithm 3，来说明D-GDG.

首先， DGDG 算法 采用GDG思想中计算原始差值矩阵的方法得到差值矩阵lambda，对lambda矩阵中的每个元素通过排序和去重可以得到候选阈值向量，DGDG引入一个超参数，alpha，表示模糊聚类的次数，即整个算法执行过程中重新分组的次数，相邻两个被选中的阈值之间的间距，最后，对每一个阈值采用GDG的方法处理，例如，当前要处理的阈值是2

1. experimental results and discussions
   1. experimental settings

为了说明所提D-GDG方法在LSBO问题中的作用，本文在CEC’2010 LSGO测试函数上进行了仿真实验，采用PSO算法作为子优化器，对比了DGDG与GDG的方法。为了减少实验的随机性，每种分组方法在每个函数上均独立运行25次。每次实验以最大函数评估次数（maxFEs）做为终止条件；maxFEs=。

CEC’2010 LSGO测试函数包含20个1000维的复杂函数，这些函数分为3类，F1~F3为完全可分函数，F4~F18为部分可分函数，F19~F20为完全不可分函数。

* 1. results and discussions

表？给出了仿真实验结果，表中第一行表示算法在每个函数上独立运行25次的优化结果的最小值，第二行表示中间值，第三、四行分别表示平均值与方差。表中CC-DGDG-PSO表示采用了完全动态的分组方法，CC-GDG-PSO表示采用了GDG的分组方法，CC-DGDG-PSO3、CC-DGDG-PSO6与CC-DGDG-PSO9分别表示在演化过程中重新分组了3、6与9次。

由表1可以看出，。。。这里给一下分析结果，谁优谁劣，大概原因是什么。

表1 动态划分3次、6次、9次以及完全动态划分的实验结果

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| Functions | | CC-DGDG-PSO | CC-GDG-PSO | CC-DGDG-PSO3 | CC-DGDG-PSO6 | CC-DGDG-PSO9 |
| f1 | Min | 5.30E-02 | 4.27E-01 | 8.00E-02 | 5.30E-02 | 1.30E-01 |
| Median | 1.82E-01 | 1.36E+03 | 1.74E+00 | 1.82E-01 | 4.65E-01 |
| Mean | 2.43E-01 | 1.06E+05 | 4.93E+00 | 2.43E-01 | 5.51E-01 |
| Std | 2.18E-01 | 4.72E+05 | 8.05E+00 | 2.18E-01 | 3.66E-01 |
| f2 | Min | 7.27E+03 | 7.36E+03 | 7.44E+03 | 7.27E+03 | 7.12E+03 |
| Median | 7.66E+03 | 7.85E+03 | 7.74E+03 | 7.66E+03 | 7.54E+03 |
| Mean | 7.62E+03 | 7.86E+03 | 7.74E+03 | 7.62E+03 | 7.56E+03 |
| Std | 1.85E+02 | 2.30E+02 | 1.52E+02 | 1.85E+02 | 2.15E+02 |
| f3 | Min | 4.35E+00 | 1.20E+01 | 6.01E+00 | 4.35E+00 | 3.63E+00 |
| Median | 5.10E+00 | 1.30E+01 | 6.60E+00 | 5.10E+00 | 4.14E+00 |
| Mean | 5.11E+00 | 1.30E+01 | 6.75E+00 | 5.11E+00 | 4.09E+00 |
| Std | 4.17E-01 | 8.00E-01 | 4.50E-01 | 4.17E-01 | 2.59E-01 |
| f4 | Min | 2.84E+11 | 4.69E+11 | 1.72E+11 | 2.84E+11 | 2.53E+11 |
| Median | 5.19E+11 | 1.06E+12 | 3.44E+11 | 5.19E+11 | 6.23E+11 |
| Mean | 5.61E+11 | 1.14E+12 | 3.78E+11 | 5.61E+11 | 6.54E+11 |
| Std | 1.94E+11 | 4.56E+11 | 1.23E+11 | 1.94E+11 | 2.02E+11 |
| f5 | Min | 3.62E+08 | 2.71E+08 | 2.85E+08 | 3.62E+08 | 3.13E+08 |
| Median | 4.56E+08 | 3.47E+08 | 5.32E+08 | 4.56E+08 | 4.80E+08 |
| Mean | 4.71E+08 | 3.46E+08 | 5.09E+08 | 4.71E+08 | 4.91E+08 |
| Std | 7.13E+07 | 3.57E+07 | 1.12E+08 | 7.13E+07 | 1.13E+08 |
| f6 | Min | 2.73E+06 | 2.43E+06 | 3.54E+06 | 2.73E+06 | 2.20E+06 |
| Median | 4.05E+06 | 3.47E+06 | 4.98E+06 | 4.05E+06 | 4.35E+06 |
| Mean | 5.95E+06 | 3.58E+06 | 8.78E+06 | 5.95E+06 | 8.04E+06 |
| Std | 5.17E+06 | 1.00E+06 | 6.66E+06 | 5.17E+06 | 6.42E+06 |
| f7 | Min | 9.01E-04 | 5.73E+03 | 4.40E-01 | 9.01E-04 | 3.80E-03 |
| Median | 2.92E-02 | 5.95E+05 | 3.26E+00 | 2.92E-02 | 1.02E-01 |
| Mean | 8.48E-02 | 1.21E+05 | 5.60E+00 | 8.48E-02 | 2.11E-01 |
| Std | 1.96E-01 | 1.61E+05 | 6.79E+00 | 1.96E-01 | 2.58E-01 |
| f8 | Min | 5.26E-04 | 1.63E+02 | 1.04E+02 | 5.26E-04 | 3.01E+02 |
| Median | 1.10E-02 | 3.43E+07 | 1.15E+07 | 1.10E-02 | 2.08E+06 |
| Mean | 9.50E+03 | 4.63E+07 | 1.53E+07 | 9.50E+03 | 1.77E+07 |
| Std | 4.70E+04 | 4.02E+07 | 2.04E+07 | 4.70E+04 | 3.36E+07 |
| f9 | Min | 4.70E+06 | 4.97E+06 | 5.61E+06 | 4.70E+06 | 4.33E+06 |
| Median | 6.11E+06 | 7.84E+06 | 7.52E+06 | 6.11E+06 | 5.78E+06 |
| Mean | 6.23E+06 | 7.86E+06 | 7.37E+06 | 6.23E+06 | 5.89E+06 |
| Std | 7.79E+05 | 1.31E+06 | 9.96E+05 | 7.79E+05 | 8.96E+05 |
| f10 | Min | 8.31E+03 | 7.44E+03 | 8.95E+03 | 8.31E+03 | 8.50E+03 |
| Median | 9.40E+03 | 7.81E+03 | 9.73E+03 | 9.40E+03 | 9.43E+03 |
| Mean | 9.50E+03 | 7.81E+03 | 9.82E+03 | 9.50E+03 | 9.44E+03 |
| Std | 4.93E+02 | 1.94E+02 | 5.05E+02 | 4.93E+02 | 4.50E+02 |
| f11 | Min | 1.02E+02 | 7.70E+01 | 1.11E+02 | 1.02E+02 | 1.07E+02 |
| Median | 1.20E+02 | 8.60E+01 | 1.32E+02 | 1.20E+02 | 1.24E+02 |
| Mean | 1.21E+02 | 8.60E+01 | 1.34E+02 | 1.21E+02 | 1.25E+02 |
| Std | 8.61E+00 | 4.62E+00 | 1.70E+01 | 8.61E+00 | 8.45E+00 |
| f12 | Min | 9.80E-01 | 4.60E+01 | 1.00E+01 | 9.80E-01 | 4.43E-01 |
| Median | 1.83E+00 | 4.57E+02 | 1.80E+01 | 1.83E+00 | 9.36E-01 |
| Mean | 2.00E+00 | 9.22E+02 | 2.10E+01 | 2.00E+00 | 9.15E-01 |
| Std | 7.70E-01 | 1.47E+03 | 1.20E+01 | 7.70E-01 | 2.41E-01 |
| f13 | Min | 1.15E+03 | 5.04E+02 | 3.96E+02 | 1.15E+03 | 1.50E+03 |
| Median | 1.91E+03 | 9.61E+02 | 1.06E+03 | 1.91E+03 | 2.86E+03 |
| Mean | 2.05E+03 | 1.01E+03 | 1.22E+03 | 2.05E+03 | 3.03E+03 |
| Std | 8.25E+02 | 3.99E+02 | 5.25E+02 | 8.25E+02 | 1.38E+03 |
| f14 | Min | 1.59E+07 | 1.55E+07 | 1.61E+07 | 1.59E+07 | 1.30E+07 |
| Median | 1.82E+07 | 1.81E+07 | 2.08E+07 | 1.82E+07 | 1.70E+07 |
| Mean | 1.89E+07 | 1.83E+07 | 2.12E+07 | 1.89E+07 | 1.66E+07 |
| Std | 2.26E+06 | 1.78E+06 | 2.48E+06 | 2.26E+06 | 1.67E+06 |
| f15 | Min | 9.92E+03 | 7.30E+03 | 1.03E+04 | 9.92E+03 | 9.96E+03 |
| Median | 1.08E+04 | 7.80E+03 | 1.09E+04 | 1.08E+04 | 1.11E+04 |
| Mean | 1.09E+04 | 7.76E+03 | 1.10E+04 | 1.09E+04 | 1.10E+04 |
| Std | 6.00E+02 | 2.67E+02 | 4.92E+02 | 6.00E+02 | 5.10E+02 |
| f16 | Min | 2.17E+02 | 1.34E+02 | 2.44E+02 | 2.17E+02 | 2.18E+02 |
| Median | 2.42E+02 | 1.44E+02 | 2.57E+02 | 2.42E+02 | 2.31E+02 |
| Mean | 2.42E+02 | 1.45E+02 | 2.60E+02 | 2.42E+02 | 2.33E+02 |
| Std | 1.00E+01 | 5.78E+00 | 1.10E+01 | 1.00E+01 | 1.40E+01 |
| f17 | Min | 2.10E+02 | 1.18E+03 | 3.18E+02 | 2.10E+02 | 2.85E+02 |
| Median | 3.23E+02 | 2.51E+03 | 4.36E+02 | 3.23E+02 | 4.19E+02 |
| Mean | 3.27E+02 | 2.73E+03 | 4.52E+02 | 3.27E+02 | 4.22E+02 |
| Std | 7.30E+01 | 1.26E+03 | 1.04E+02 | 7.30E+01 | 7.70E+01 |
| f18 | Min | 4.70E+03 | 1.32E+03 | 1.71E+03 | 4.70E+03 | 3.00E+03 |
| Median | 1.05E+04 | 2.23E+03 | 3.76E+03 | 1.05E+04 | 7.42E+03 |
| Mean | 1.12E+04 | 2.47E+03 | 4.84E+03 | 1.12E+04 | 9.42E+03 |
| Std | 4.83E+03 | 9.17E+02 | 2.51E+03 | 4.83E+03 | 6.32E+03 |
| f19 | Min | 7.63E+04 | 3.28E+05 | 8.31E+04 | 7.63E+04 | 8.31E+04 |
| Median | 1.14E+05 | 4.95E+05 | 1.14E+05 | 1.14E+05 | 1.08E+05 |
| Mean | 1.13E+05 | 4.85E+05 | 1.20E+05 | 1.13E+05 | 1.11E+05 |
| Std | 2.15E+04 | 8.61E+04 | 2.18E+04 | 2.15E+04 | 2.13E+04 |
| f20 | Min | 2.13E+03 | 5.09E+07 | 2.02E+03 | 2.13E+03 | 1.89E+03 |
| Median | 2.30E+03 | 2.63E+08 | 2.43E+03 | 2.30E+03 | 2.22E+03 |
| Mean | 2.35E+03 | 3.19E+08 | 2.43E+03 | 2.35E+03 | 2.22E+03 |
| Std | 1.68E+02 | 2.01E+08 | 1.83E+02 | 1.68E+02 | 2.56E+02 |

1. Conclusions

本文针对GDG方法在LSBO问题的变量分组中不能根据算法的演化过程进行动态调节的问题，提出了一种变量分解的动态的GDG方法，研究了固定次数动态调整与完全动态调整两种方式。通过对cec2010的20个测试函数的求解可知，通过动态调整变量的分组结果可以提升算法的优化效果。接下来我们将继续深入研究动态调整变量分组结果的策略以进一步提升求解效果。
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